
Scene Context, Object Reference, and Image Memorability: 
Insights into Visuo-Linguistic Processing 

in Humans and Models 

Ece Takmaz

19.11.2025



- Multimodal NLP
- Visual & linguistic processes in deep neural networks 
- Inspired by cognitive science and psycholinguistics
- Also using AI models to gain insight into human processes



- Modelling Human Gaze in Language Use
- Looking at images
- Looking at text
- Producing and understanding language 



Generating Image Descriptions Using Human Gaze 









Takmaz, Pezzelle, Beinborn, Fernández. EMNLP 2020. Generating Image Descriptions via Sequential Cross-Modal Alignment Guided by 
Human Gaze. 



Generated: 

uh uh uh uh met een aantal vogels …

Humans:

uh allemaal duiven

uh allemaal duiven die opvliegen of net 
landen uh in een stadscentrum

uh een straat met heel veel duiven die 
rond vliegen en heel veel 
elektriciteitskabels in de lucht



Multi- and Cross-Lingual Prediction of Human Reading 
Behavior

Takmaz. CMCL 2022. Team DMG at CMCL 2022 Shared Task: Transformer Adapters for the Multi- and Cross-Lingual Prediction of Human 
Reading Behavior 



- Communication strategies in dialogue that involves vision 
and language 

- Referential tasks
- Multimodal dialogue
- Images in the context of

- Other images
- Dialogue

- PhotoBook Dataset (Haber et al., 2019)

(Grice, 1975; Clark and Wilkes-Gibbs, 1986; Clark and Brennan, 1991; Clark, 1996, Garrod and Anderson, 1987; 
Brennan and Clark, 1996, Pickering and Garrod, 2004)





- Dialogue history and distilling the most important information
- Less descriptive, yet discriminative, as quantified by the CLIP model

Takmaz, Pezzelle, Fernández. CMCL 2022. Less Descriptive yet Discriminative: Quantifying the Properties of Multimodal Referring 
Utterances via CLIP 



Takmaz, Giulianelli, Pezzelle, Sinclair, Fernández. EMNLP 2020. Refer, Reuse, Reduce: Generating Subsequent References in Visual and 
Conversational Contexts



Speaker Adaptation in Visually Grounded Dialogue

- Audience-aware adaptation of pretrained speaker models
- Adapting to domain-specific listeners with Theory of Mind

Takmaz*, Brandizzi*, Giulianelli, Pezzelle, Fernández. Findings of ACL 2023. Speaking the Language of Your Listener: Audience-Aware 
Adaptation via Plug-and-Play Theory of Mind













Describing Images Fast and Slow





Is variation in one signal correlated with variation in another?

Can we predict variation using image representations obtained from pretrained 
encoders (CLIP and ViT)?

Takmaz, Pezzelle, Fernández. EACL 2024. Describing Images Fast and Slow: Quantifying and Predicting the Variation in Human Signals 
during Visuo-Linguistic Processes











Predicted Gaze Variation





Will a multimodal model demonstrate accuracy above chance level in predicting 
emotions for abstract art images and textual justifications?

Do the model's color-emotion associations align with those of humans found in 
existing literature?

Widhoelzl, Takmaz. Proceedings of CogSci 2024. Decoding Emotions in Abstract Art: Cognitive Plausibility of CLIP in Recognizing 
Color-Emotion Associations



Decoding Emotions in Abstract Art







● Postdoc - NGF call AiNed XS Europe 
○ Albert Gatt (March-November 2025)

● Postdoc - ERC Consolidator project 
○ Jakub Dotlačil (March 2025 - October 2027)





SCEGRAM dataset (Öhlschläger and Võ, 2016), Võ, 2021; Torralba et al., 2006; Coco et al. , 2016







SCEGRAM dataset (Öhlschläger and Võ, 2016), Võ, 2021; Torralba et al., 2006; Coco et al. , 2016



Simeon Junker and Sina Zarrieß. 2024. Resilience through Scene Context in Visual Referring Expression Generation



Semantic Violation in Scenes: Investigating Multimodal Context in Referential 
Communication

COOCO - Common Objects Out-of-Context

https://huggingface.co/datasets/fmerlo/COOCO

Merlo, Takmaz, Chen, Gatt. Preprint 2025. COOCO - Common Objects Out-of-Context - Semantic Violation in Scenes: Investigating 
Multimodal Context in Referential Communication

https://huggingface.co/datasets/fmerlo/COOCO












-
- Scene context acts as a distractor for targets that violate scene semantics
- Scene context acts as a facilitator when congruent targets are obscured

- Targets that violate scene semantics attract more attention
- Targets attract attention even under moderate noise conditions



Simeon Junker and Sina Zarrieß. 2025. SceneGram: Conceptualizing and Describing Tangrams in Scene Context.





Traces of Image Memorability in Vision Encoders



Image Memorability

Complex phenomenon, intrinsic property of images, consistent across individuals 
with some influence from extrinsic factors
More memorable - humans, faces, food, animals
Less memorable - nature images, large uniform regions in images 
Brain activations, deeper levels of processing during encoding, region uniformity, 
distribution of visual attention
Predicting memorability: mainly using CNNs

- Do internal proxies from transformer-based vision encoders capture 
information related to image memorability? 

- Does autoencoder image reconstruction loss correlate with memorability?

Takmaz, Gatt, Dotlacil. ICCV 2025 Memory and Vision Workshop. Traces of Image Memorability in Vision Encoders: Activations, Attention 
Distributions and Autoencoder Losses





Model-Internal Features
[CLS] activations from CLIP, DINOv2, first image token from SigLIP2 over the layers

[CLS] delta: changes over the layers (cosine similarity)

Attention entropy of the attention applied by [CLS] 

Patch uniformity: Variation in image token representations



















BabyLM Challenge



BabyLM Setup

- Data and training constraints
- 100M words
- 10 epochs

- Benchmarks
- Language-only - BLiMP, EWOK, Wug, Entity Tracking …
- Multimodal - Winoground, DevBench



BabyLM - Shortcomings of Multimodal Models



BabyLM - Shortcomings of Multimodal Models

Takmaz, Bylinina, Dotlacil. EMNLP 2025 BabyLM Workshop. Model Merging to Maintain Language-Only Performance in Developmentally 
Plausible Multimodal Models





Conclusion

- Importance of exploring various aspects of visuo-linguistic 
processes in humans when modelling them with deep neural 
networks

- Current trends in AI (multimodal multilingual large language models)
- Further work in exploring computational approaches leveraging 

human signals 
- Simultaneously benefit the development of better AI models and 

provide insights into human cognition itself

https://ecekt.github.io

https://ecekt.github.io

